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ABSTRACT 
Blind people use artificial intelligence-enabled visual assistance 
technologies (AI VAT) to gain visual access in their everyday lives, 
but these technologies are embedded with errors that may be dif-
ficult to verify non-visually. Previous studies have primarily ex-
plored sighted users’ understanding of AI output and created vision-
dependent explainable AI (XAI) features. We extend this body of 
literature by conducting an in-depth qualitative study with 26 blind 
people to understand their verification experiences and preferences. 
We begin by describing errors blind people encounter, highlighting 
how AI VAT fails to support complex document layouts, diverse lan-
guages, and cultural artifacts. We then illuminate how blind people 
make sense of AI through experimenting with AI VAT, employ-
ing non-visual skills, strategically including sighted people, and 
cross-referencing with other devices. Participants provided detailed 
opportunities for designing accessible XAI, such as affordances to 
support contestation. Informed by disability studies framework of 
misfitting and fitting, we unpacked harmful assumptions with AI 
VAT, underscoring the importance of celebrating disabled ways of 
knowing. Lastly, we offer practical takeaways for Responsible AI 
practice to push the field of accessible XAI forward. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in acces-
sibility. 
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1 INTRODUCTION 
Artificial intelligence (AI) is pervasive in our everyday lives and 
routines. Computer vision, a type of AI, is integrated into various 
real-world systems, from social media filters to traffic cameras to 
medical imaging. Being able to understand, verify, or even contest 
AI systems has become consequential for myriad activities, rang-
ing from routine interactions to high-stakes decision-making. For 
example, when posting images of people on Twitter (now X), users 
visually noticed that the cropping algorithm would only highlight 
White people, revealing a kind of racial bias [59, 109]. This inci-
dent, along with many other cases of users detecting AI limitations 
and harms [13, 56, 102], motivated a wealth of prior research to 
study how users make sense of AI [38, 72, 111]. It also pushed Re-
sponsible AI researchers, regulators, and activists to advocate for 
explainable AI (XAI) as a means to support users’ decision-making 
[9, 79, 82, 95]. 

However, understanding computer vision outputs often relies 
on a person’s visual ability [8, 72, 119]. As a result, much of the 
literature on XAI has focused on sighted experiences and has de-
signed vision-centered XAI measures such as displaying heatmaps 
to users [72, 83, 114]. Very little is known about how blind people 
non-visually make sense of AI outputs, and what types of XAI 
features or otherwise would be useful [63, 81]. This is especially 
crucial since error detection could be inaccessible to blind people 
[7, 50, 81], leading to the overtrust [81] or abandonment [73, 97] 
of AI systems. Thus, we pose and explore the following research 
questions: how do blind people verify AI results, and what (if any) 
types of features may support accessible verification? 

We focused on AI-enabled visual assistance technologies (AI 
VAT), which are real-world mobile applications that blind people 
use daily to gain visual access, from reading to cooking to describ-
ing scenes [50, 60, 98, 117]. In essence, we chose AI VAT to capture 
blind people’s everyday experience given its ubiquity in blind com-
munities. Furthermore, blind people are concerned about the lack 
of accuracy in AI VAT, and the accompanying risks of wrong out-
puts [2, 50, 71]. For instance, when using AI VAT to navigate an 
unfamiliar space, blind people worry about stigmatizing errors 
such as mislabeled bathroom signs [2]. While certain XAI features 
(e.g., conveying confidence ratings [81]) may support blind peo-
ple in negotiating errors, these features have not been included in 
commercially available AI VAT. 

We conducted semi-structured interviews with 26 blind peo-
ple who frequently use AI VAT. Our analysis revealed common 
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errors blind people face when using AI VAT, highlighting process-
ing limitations and cross-cultural bias. Then, we uncovered how 
blind people verify AI VAT by employing various methods such 
as: testing AI VAT in low-risk and familiar contexts, engaging non-
visual sensemaking skills, strategically including sighted people, 
and switching between various applications and devices. Lastly, 
participants outlined opportunities for accessible XAI to support 
their verification work. They emphasized improved camera guid-
ance within AI VAT, and they had mixed opinions about the added 
value of confidence ratings. Whether blind people perceived con-
fidence ratings as positive or negative hinged upon the nature of 
how they used AI VAT. While confidence ratings were sometimes 
perceived as a way to save time by allowing people to quickly dis-
regard low-accuracy results, other participants felt that the effort 
it would take to parse this additional information would interrupt 
their workflow. Participants also desired ways to challenge and 
refine AI VAT results through direct feedback. 

Informed by feminist disability studies [45, 46, 112], we used the 
concepts of misfitting and fitting [47] to interpret our findings. Rose-
marie Garland-Thomson developed the misfitting framework to 
describe the mutual and ever-shifting entanglements between bod-
ies and environments. Misfitting and fitting “denote an encounter in 
which two things come together in either harmony or disjunction” 
[47]. In the context of technology, AI systems are often built for 
dominant groups, casting those who fall outside of these groups 
as misfits. We argue that blind people “misfit” in computer vision 
systems as those technologies are predominately built for sighted 
people, using sighted data [54, 85]. Blind people who hold marginal-
ized identities experience an additional layer of misfitting when AI 
VAT fails to attend to their languages and cultural artifacts. Mis-
fitting as an analytical lens positions disabled people as knowers 
and experts through their lived experience of navigating access. We 
highlight blind people’s epistemic work of verifying AI VAT, calling 
for future technologies to celebrate and incorporate disabled ways 
of knowing. 

This study has three main contributions. First, we present em-
pirical data on the everyday experience of blind people who use 
AI VAT. We add to the growing body of literature on AI for visual 
access [7, 18, 44, 50, 60, 117, 127] by outlining errors faced by blind 
people, illuminating how they verify AI outcomes, and their pre-
ferred roles in improving AI workflows. Our analysis contributes a 
holistic understanding of blind people’s embodied and continuous 
process of interpreting AI and centers blind people’s expectations 
for upcoming features that could support their existing work. Sec-
ond, we extend the framework of misfitting and fitting [47] in the 
context of assistive technologies to unearth the limitations of AI 
VAT. Third, we offer specific directions for Responsible AI grounded 
in participants’ desires for contestable and accessible XAI. 

2 RELATED WORK 
We begin by reviewing the intersection of feminist disability stud-
ies and assistive technology research, a grounding sensibility in 
our study. Then, we highlight prior work on visual assistance tech-
nologies, focusing on their affordances and limitations. Lastly, we 
synthesize the emerging area of XAI and its focus on understanding 

how end-users interpret AI, noting opportunities for accessibility 
research. 

2.1 Feminist Disability Studies & Accessibility 
Disability studies is an interdisciplinary and multidisciplinary field 
that broadly aims to examine the historical, political, and cultural 
contexts of disability [14, 40, 91]. Recently, disability studies have 
become a central sensibility to many HCI and accessibility works 
(e.g., [7, 62, 84, 86]). In their foundational paper, Mankoff et al. ar-
gued that disability studies serve as a critical lens to complicate 
assistive technology research and identify harms, calling on re-
searchers to engage more deeply with disabled people and move 
away from medical perspectives [84]. In 1994, disability studies 
scholar Rosemarie Garland-Thomson coined the term feminist dis-
ability studies [45], emphasizing that disability is integral to feminist 
scholarship [46]. Contrary to common misconceptions, feminist 
disability studies do not merely concern the experiences of disabled 
women. Rather, it provides an analytical framework to examine 
structures that construct disability [46], attending to questions of 
fluidity [112] and knowledge making [47, 57]. 

Accessibility researchers similarly began incorporating feminist 
disability studies. For instance, Hofmann et al. built upon Mankoff 
et al. [84] and feminist stances [57, 121] to advocate for 1) acknowl-
edging and challenging ableism1 , 2) recognizing the complexity of 
disability, and 3) grounding accessibility research in critical disabil-
ity studies [62]. Bennett et al. drew from feminist disability studies 
and science, technology, and society (STS) scholarship to attend to 
the care work of access, reorienting AI assistive technology research 
from an individualistic focus (i.e., what can a disabled person do) 
to a more collective approach [18]. Grounded in crip technoscience 
– a feminist STS and crip theory approach developed by Hamraie 
and Fritsch to center the expertise of disabled people in the design 
process [55] – Hsueh et al. reimagined accessible data visualizations 
by affirming how access is a continual and transformative process 
[64]. 

We contribute to the growing area of feminist disability studies 
in accessibility by applying Rosemarie Garland-Thomson’s frame-
work of misfitting & fitting [47] to AI-based assistive technology. 
Situated in conversations with feminist scholarship on matters of 
care and dependency [42, 74], misfitting and fitting offers a material-
ist extension of the social model of disability [107, 115] by directing 
attention to dynamic and mutually constructive relationships be-
tween bodies and worlds. Garland-Thomson explained “the degree 
to which that shared material world sustains the particularities of 
our embodied life at any given moment or place determines our 
fit or misfit” [47]. Misfitting engenders discomfort and incompati-
bility whereas fitting entails comfort and harmony. People who fit 
are typically considered “uniform, standard, majority bodies” [47]. 
For Garland-Thomson, misfitting inspires expertise or crip wisdom 
[64, 126, 130, 131], highlighting the ways in which disabled people 

1Talila A. Lewis, community lawyer and organizer, defines ableism as “[a] system of 
assigning value to people’s bodies and minds based on societally constructed ideas 
of normalcy, productivity, desirability, intelligence, excellence, and fitness. These 
constructed ideas are deeply rooted in eugenics, anti-Blackness, misogyny, colonialism, 
imperialism, and capitalism. This systemic oppression that leads to people and society 
determining people’s value based on their culture, age, language, appearance, religion, 
birth or living place, ‘health/wellness’, and/or their ability to satisfactorily re/produce, 
‘excel’ and ‘behave.’ You do not have to be disabled to experience ableism” [77]. 



Misfitting With AI: How Blind People Verify and Contest AI Errors ASSETS ’24, October 27–30, 2024, St. John’s, NL, Canada 

creatively subvert access barriers. Our paper uses misfitting to ex-
amine assistive and access technologies. Recently, Williams drew 
upon the misfitting framework to critique robotic interventions 
that are built to manage the "misfit" of autistic people, arguing for 
transformative futures that allow for solidarity [129]. In the context 
of AI VAT, we question who misfits and fits in AI systems, noting 
how there is a stereotypical representation of a blind person that 
simultaneously fits and misfits in AI VAT. 

2.2 Visual Assistance Technologies (VAT) 
Broadly, visual assistance technologies (VAT) are camera-based 
mobile applications that add to blind people’s existing ecosystem 
of assistive tools (e.g., adding braille stickers and engaging their 
mobility skills [106, 113]). VAT is generally split into two categories 
based on how visual information is provided: either from human 
assistance or AI systems. Human-enabled VAT applications can be 
mediated by volunteers (e.g., Be My Eyes2), trained agents (e.g., 
Aira3), or crowdworkers (e.g., VizWiz [21]). AI VAT, such as Mi-
crosoft Seeing AI4 , TapTapSee5 , Envision AI6 , and KNFB Reader7 

[1], typically use techniques such as Optical Character Recognition 
(OCR) to recognize text in scanned documents, object recognition 
to identify products, scene description, color recognition, or facial 
recognition. Most recently, Be My Eyes (a human-enabled VAT) 
introduced Be My AI, a feature that incorporates the large language 
model (LLM) GPT-4 developed by OpenAI, enabling blind people 
to submit images, receive visual descriptions, and ask follow-up 
questions [96]. Prior work has studied the appropriate use cases 
for human-enabled VAT and AI VAT [23, 53, 54, 71]. Overall, they 
found that human-enabled VAT is suited for ‘subjective’ tasks (e.g., 
receiving fashion advice [28]) and complex tasks (e.g., obtaining 
the license plate of a ride share before entering the car [26]). In con-
trast, AI VAT is typically used for ‘objective’ tasks such as reading 
[92]. Although human-enabled VAT is currently more powerful, 
connecting to a human assistant can be time-consuming or costly 
[12, 41]. Thus, AI VAT remains an important tool for bolstering 
visual access. 

However, errors are common when using AI VAT [60, 71]. Partly, 
this may be because foundational AI models are built without direct 
engagement with blind communities. In their recent review of smart 
assistive technologies for visual access, Gamage et al. found that 
82% of studies did not involve blind people and that there is a 
disconnect between tasks that blind people wanted AI support with 
(e.g., completing paper forms) and the tasks researchers prioritized 
[44]. While traditional and emerging computer vision systems are 
typically celebrated for high accuracy rates, their accuracy rates 
plummet when used by blind people [52, 54, 85]. Furthermore, 
AI VAT may be biased since common object recognition datasets 
are primarily trained on objects consumed and produced in the 
West [35, 94, 108], and OCR performs worse when processing non-
English documents [6, 51]. For instance, the accuracy of commercial 

2Be My Eyes: https://www.bemyeyes.com/
3Aira: https://visualinterpreting.com/
4Seeing AI: https://www.seeingai.com/
5TapTapSee:https://taptapseeapp.com/
6Envision AI:https://www.letsenvision.com/
7Now known as OneStep Reader: https://sensotec.be/en/product/onestep-reader/ 

OCR in Arabic is estimated to be less than 75% for printed text [5], 
whereas it is 99% accurate for printed English text [32]. 

Responding to calls to include disabled people as experts and co-
designers of AI technologies, scholars have begun taking disability-
centered approaches [7, 60, 69, 124] to designing AI VAT. For ex-
ample, Theodorou et al. engaged blind communities in the data 
collection process [124], which led to increased representation of 
blind people in the datasets used to train AI systems. We add to 
this legacy by conducting an in-depth qualitative study with blind 
people to unpack errors they have experienced in AI VAT (e.g., 
processing limitations and cross-cultural bias) and highlight their 
perspectives for improving future AI VAT. 

2.3 Understanding & Verifying AI Results 
AI systems are highly opaque and stochastic, leading to potential 
misalignment between users’ expectations and systems’ function-
ality [37, 135]. Users may have difficulty understanding AI outputs 
[38] which can cause misuse [103]. To bridge these gaps, HCI re-
search has begun unpacking how users interpret and understand 
AI in various domains such as social media algorithms [37, 116], 
healthcare [29] and creativity [31]. One promising area that aims 
to support user understanding of outputs is explainable AI (XAI) 
[78, 88], a key facet of responsible AI efforts [10, 11, 76]. However, 
there is no one definition of XAI. It broadly involves system trans-
parency [48, 78] and post hoc explanations of specific model outputs 
by displaying heatmaps [72, 83, 114], communicating uncertainty 
[136], providing factual reasoning for why a specific prediction 
was generated [99, 100, 120] and explaining counterfactual cases 
[70, 88]. Previous empirical studies have demonstrated that users 
negotiate when and how to apply AI explanations in their decision-
making process [75, 101], and their perceptions of AI explanations 
often depend on their technical backgrounds [36]. In addition to 
XAI, researchers have also called to empower users by enabling 
them to contest and challenge AI results [79]. 

Much of the work on AI explainability has focused on non-
disabled people. Despite disabled people being early adopters of AI 
[20], we know considerably less about how disabled people make 
sense of AI uncertainty, and what might explainability add to (or 
distract from) their existing process. This is crucial considering 
disabled people may not always be able to identify AI errors [7, 49], 
leading to overtrust in AI systems [81]. A recent thread of accessi-
bility work started to investigate how disabled people detect and 
negotiate AI errors. Huang et al. demonstrated how Deaf and hard 
of hearing (DHH) people detect false positives in sound recogni-
tion systems by validating with trusted hearing people [65]. They 
argued that soliciting and incorporating user feedback in sound 
recognition systems empowered DHH people, providing a greater 
sense of agency. In the context of visual access for blind commu-
nities, Abdolrahmani et al. studied blind people’s reception to AI 
errors when navigating indoors [2]. They found that blind people’s 
acceptance or rejection of AI error is highly contextual: errors that 
carried low risks were acceptable, whereas errors that may lead to 
socially stigmatized consequences were not (e.g., misidentification 
of bathroom gender signs). To mitigate these risks, Abdolrahmani et 
al. noted blind people would inquire sighted people and use mobility 
skills. Accessibility scholarship also studied error in the context of 

https://www.bemyeyes.com/
https://visualinterpreting.com/
https://www.seeingai.com/
https://taptapseeapp.com/
https://www.letsenvision.com/
https://sensotec.be/en/product/onestep-reader/
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image description and alternative text [50, 81, 134, 137, 138]. Blind 
people worried about potentially posting embarrassing photos on 
social media, and they identified various information needs that 
should be incorporated in automatic alterntative text such as photo 
quality and key visual elements to help decrease risks [137]. In 
formative work on the inaccuracy of alternative text, MacLeod et 
al. argued for designing for mistrust and communicating AI un-
certainty through showcasing confidence ratings to blind people 
[81]. Recently, Gonzalez et al. conducted a diary study of an AI-
powered scene description prototype to understand possible use 
cases and satisfaction with the technology [50]; they found that 
people generally lacked trust in its descriptions. They described 
that blind participants would sometimes test the AI with known 
images, indicating that blind people likely already have specific 
verification strategies that they use in practice. Building on this 
work, we aim to detail these tactics further, contributing an under-
standing of why and how blind people detect and verify errors in a 
variety of commercial AI VAT. 

We join this relatively new line of research focused on accessible 
AI verification and explanations [2, 49, 81] by foregrounding blind 
people’s everyday verification experiences of AI VAT, and their 
desires for XAI features that better communicate AI output. 

3 METHOD 
We take a qualitative research approach to explore how blind peo-
ple verify AI VAT errors, and the limitations and possibilities of 
emerging explainability features. We first requested that partici-
pants share three examples of using AI VAT with us. Drawing from 
these example scenarios, we conducted semi-structured interviews 
focusing on participants’ current experiences with AI VAT, how 
they navigate uncertainty, and their desires for upcoming features. 
In what follows, we detail our recruitment strategy and procedure. 

3.1 Participation 
We collaborated with the National Federation for the Blind (NFB) 
to recruit adult participants who are blind or low vision and use 
AI VAT. We used a recruitment survey to confirm eligibility (at 
least 18 years old, live in the United States, and have used AI VAT). 
The survey asked respondents about their preferred visual assis-
tance technologies, age, race, and gender to ensure diversity in 
our sample. Over 300 participants completed the survey, and we 
contacted approximately 50 respondents to schedule interviews. 
We tried to reach out to trans/non-binary people, people of color, 
and older adults as their perspectives are often marginalized in HCI 
and accessibility research [27, 58, 122]. 26 out of the 50 respondents 
scheduled and completed an interview. We compensated partici-
pants with a $35 (USD) Amazon gift card. This study was approved 
by our Institutional Review Board (IRB). 

All participants were daily or weekly users of VAT (with Seeing 
AI, Be My Eyes, and Aira being the most commonly used). Table 
1 provides a breakdown of VAT types used by participants. To 
preserve the anonymity of participants, we report the demographic 
information of visual disability, gender, and age in an aggregated 
format. In terms of visual disability, one participant had low vision, 
while the remaining (𝑛 = 25) were totally blind with a mix of 
those who had light perception (𝑛 = 12) and no light perception 

(𝑛 = 13). Fifteen participants are visually disabled since birth, six 
acquired during childhood or adolescence, and five acquired during 
adulthood. In terms of racial/ethnic identity, ten participants are 
White, five are Hispanic/Latinx, four are Asian, two are Middle 
Eastern, one participant is African American and Native American, 
and one participant is Hispanic and White. Three participants did 
not report their racial or ethnic information. Fifteen participants 
identified as women and eleven identified as men. We collected 
participants’ age range (e.g., 18-24, 25-34, etc), and the weighted 
average of the twenty five participants (one participant did not 
report) was approximately 41 years old. Participants worked or 
were interested in diverse fields such as technology, education, 
business, and art. Table 2 in the appendix describes their technical 
background. 

3.2 Procedure 
3.2.1 Pre-interview scenarios. Before conducting interviews, we 
asked participants to send us three examples of their AI VAT us-
age (e.g., Seeing AI, TapTapSee, and Be My AI). Specifically, we 
requested these examples to be around their confidence level (high, 
unsure, low) of the accuracy of AI output. Participants described re-
cent or past interactions with AI VAT in written format or provided 
screenshots showing the output. 

As we collected pre-interview scenarios for a couple of partici-
pants, we realized the potential of exposing participants to privacy 
risks and the additional work we might impose on participants to 
verify privacy leaks [7, 118]. We also recognized that blind peo-
ple may use AI VAT for sensitive contexts despite privacy risks to 
address access barriers [7, 118]. We brainstormed an amendment 
that mitigates privacy risks while acknowledging the complexity 
of our request. After careful consideration, we used the following 
stipulation: “In case you are planning to actively use visual assistance 
technologies for the sole purpose of documenting examples for this 
study, please do not use sensitive information such as your ID, passport, 
credit card, social security card, or medical information.” We hoped 
that this request would ensure that we did not expose participants 
to additional privacy harms while refraining from influencing how 
participants use VAT beyond this study. 

3.2.2 Semi-structured interview. The first author led semi-structured 
interviews with blind and low vision people remotely over Zoom. 
Interviews were conducted from September to October 2023 and 
took approximately 45-60 minutes to complete. The interviews fo-
cused on various topics, including the promise and limits of AI VAT, 
why blind people may sometimes prefer working with sighted peo-
ple instead of (or in addition to) AI, how blind people make sense 
of AI outputs, and what participants desired for future AI VAT. We 
updated the interview questions based on the pre-interview scenar-
ios that participants shared. For example, we introduced follow-up 
questions on which applications participants used for different sce-
narios, why they thought the AI produced a particular output, and 
what a more appropriate output would ideally look or feel like. 
Interview questions can be found in the appendix. Each interview 
was audio-recorded and transcribed by the second author. 
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Type Name Description Count Participant IDs 

Human 
assistance 

Be My Eyes Mobile, volunteer-based human assistance 22 
P1, P2, P3, P5, P6, P7, P9, P10, 
P11, P12, P14, P15, P16, P17, 
P19, P20, P21, P22, P23, P24 

Aira Mobile and desktop paid human assistance 16 
P1, P3, P6, P7, P8, P9, P10, 
P12, P15, P16, P17, P18, P19, 

P23, P24, P25 

LLM-based AI Be My AI Image descriptions from OpenAI’s GPT-4, 
with chat for follow-up questions 7 P1, P4, P7, P8, P19, P20, P23 

Traditional AI 

Seeing AI 
Mobile computer vision for reading text, 

recognizing color and light, 
and describing scenes 

26 All participants 

TapTapSee Mobile computer vision for object detection 13 
P1, P2, P3, P4, P5, P6, P10, 
P11, P15, P16, P17, P19, P26 

Envision AI Mobile computer vision for reading text and 
recognizing objects 9 

P1, P6, P7, P10, P11, P12, 
P14, P15, P24 

KNFB Reader Mobile OCR with text-to-speech, 
text-to-Braille, and text highlighting 

10 
P4, P6, P7, P12, P14, P15, P18, 

P20, P21, P24 

Table 1: Summary and description of visual assistance technologies (VAT) used by our participants at the time of the study. 

3.2.3 Data analysis. We followed a reflexive thematic approach 
[24, 25] to analyze data. After one month of closely reading tran-
scripts and open coding, early patterns included categorizing errors 
based on AI techniques (e.g., OCR or object detection) and surfacing 
blind people’s error detection strategies. The first two authors re-
fined these patterns by continuously (re)reading transcripts, writing 
memos, affinity diagramming, and having weekly discussions with 
other co-authors. We arrived at themes related to common errors 
blind people navigate when using AI VAT, strategies blind people 
use to make sense of these errors, and how they imagine future 
technologies to support their process of detecting and verifying AI 
errors. To further refine our early themes, we repeatedly returned 
to transcripts and searched for quotes that support, complicate, 
or extend these findings. In all parts of our research process, but 
perhaps especially during data analysis, we were aware of our posi-
tionality as sighted accessibility researchers. We acknowledge this 
as a limitation given our study’s focus on the blind and low vision 
experience. 

4 FINDINGS 
Our findings are organized into three sections around blind people’s 
experiences with AI VAT outputs. First, we identify errors blind 
people encounter when using AI VAT. Then, we describe how blind 
people cultivate an intuition for assessing AI accuracy through 
1) everyday experimentation with AI VAT in low-risk and known 
settings, 2) employing non-visual sensemaking skills, 3) collabo-
rating with sighted bystanders and community members, and 4) 
cross-referencing various technologies and applications. Lastly, to 
support their verification and error detection strategies, partici-
pants highlighted opportunities for emerging explainability and 
contestability features within AI VAT. Taken together, findings un-
pack the technological, social, and cultural facets of navigating 
visual access. 

4.1 Errors in Visual Assistance Technologies 
In this section, participants identified common errors when using 
AI VAT: formatting and processing errors, as well as cross-cultural 
biases. We start by explaining blind people’s encounters with errors 
when accessing complex real-world textual information, such as 
tables and blank lines designated for signatures. Next, we highlight 
cases of cross-cultural bias, noting how AI VAT fails to account for 
non-English languages and diverse cultural artifacts. 

4.1.1 Processing Errors. Participants described several errors they 
encountered in AI VAT such as color misrecongition and LLM con-
fabulation. We will elaborate on these errors in later parts of our 
paper. Primarily, participants reflected on processing errors where 
AI VAT takes raw model output (e.g., labels/detections and bound-
ing boxes) and processes that information to make it readable for 
users. Given limitations with the underlying models, as well as 
with how this data is processed, users sometimes experience errors. 
For example, when using AI VAT to read documents, participants 
discussed uncertainties around how AI processes layouts such as 
date formats, tables, and blank spaces. P2, who sometimes uses 
Seeing AI to read work documents, described how the text ‘10/01’ 
was processed as “‘You need to complete this paperwork by October 
1st,’ is what Seeing AI would say. When in actuality, the date was 
January 10th.” AI VAT encoded the date and communicated an in-
correct date format (i.e., instead of following the month/day format, 
it described day/month). Without knowing the raw text that was 
recognized, this result may seem reasonable. The ambiguity around 
AI processing is amplified when trying to read tables. P4 explained 
“take the example of this class schedule, right? So you take a picture 
with the document feature in the Seeing AI app. Somehow it does not 
recognize or it messes up because it’s in a table format [...] you have to 
keep wondering, okay, this class and this class with so and so professor 
in so and so class.” These errors may occur because AI VAT does not 
process table contents in a manner that is accessible and usable for 
blind people. In a similar frustration with how Seeing AI processes 
table content, P12 tried following a recipe on the back of a brownie 
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box container. However, Seeing AI’s document feature would read 
“a little bit of the nutrition information and a couple of lines of the 
recipe and then some more nutrition stuff and then some more of the 
recipe” (P12). This fragmented reading was likely because of how 
the text is processed. Detected characters are put into an order pri-
oritizing text on the same horizontal line, which will logically order 
a single-column document, but fail for many of the real-world tasks 
that blind participants wanted to complete. Additionally, Seeing 
AI does not indicate non-text visual information on paper docu-
ments, such as blank input spaces. Some participants discussed this 
erasure as a form of error since AI VAT did not accurately convey 
important details of the document. P2 explained “if there’s a check-
box, it’ll read the information for the checkbox, it won’t tell me that 
there’s a checkbox. If there’s a question, it’ll read the information of 
the question. And then move on to the next question without letting 
me know there’s a blank there for information input.” Our findings 
emphasize that it is important to consider what textual, visual, and 
layout characteristics (e.g., blank space, table format) are valuable 
to blind people, and how to accessibly convey such information. 

4.1.2 Cross-Cultural Bias. Some participants described OCR per-
formance on non-English documents as a “nightmare” (P14). When 
trying to use Seeing AI and Envision AI on Korean text, P14 told 
us “I couldn’t read for nothing.” AI VAT also failed to support some 
languages in the Global South as P10 explained “my native language, 
it is hard to come by. The Khmer language, the Cambodian language, 
it’s not one of those languages that a lot of them [AI VAT] focus on.” 
The lack of multilingual support could also impede accessing Eng-
lish content. P2 noted OCR did not work when trying to understand 
an English-Arabic translation of the Quran, the Holy Book for Mus-
lims. They said “[Seeing AI] didn’t know what to do with the Arabic. 
I think it tried to interpret it as random letters or even a picture of 
some sort. And then the English, because it was side-by-side, I think 
the Arabic confused it to the point where it didn’t capture the English.” 
While Seeing AI unfortunately has yet to support Arabic, P2 was 
surprised to learn that the application’s OCR would attempt to 
decipher Arabic text as English. Beyond language and text-related 
errors, some participants mentioned that Seeing AI’s Product does 
not recognize products that are less common in the U.S. P19 told 
us: 

“I have a Mexican store right next to me. It’s a little 
store. A mom-and-pop shop that imports a lot of stuff 
and they have a lot of unique delicacies that you can’t 
really find at Walmart. Ideally, I want to walk into this 
store and scan my way through, finding the snacks or 
the products that I need. But unfortunately, there have 
been situations where I buy some kind [of] soda or a 
product. I scan it and it takes me like six minutes to 
try to find the darn barcode and then when I find the 
barcode and [Seeing AI] takes its time to scan it, and 
it says: ‘Sorry, Seeing AI cannot recognize this, please 
try again.’ And I’m like, what the heck? I’m just going 
to throw my phone out the window [...] So that’s just 
incredibly frustrating and inequitable.” 

Cross-cultural errors also occur when AI VAT described images 
and scenery. One participant used Seeing AI’s scene feature to 
identify their graphic tee, and it resulted in a culturally offensive 

misrecognition where cultural dress was instead labeled as an an-
imal. P10 explained “[t]he picture is supposed to be a woman. It’s 
from my culture, [related to a] dance. It’s called an Apsara. Instead of 
describing that the lady had a crown on, [Seeing AI described] it as 
an animal and [in my mind] I said: ‘No, I don’t have a picture of an 
animal on that shirt.’ I have a couple of graphic tees, but I know I don’t 
have a picture of an animal on any of my shirts.” Overall, findings af-
firm prior work that demonstrated how AI technologies, in general, 
tend to have a Western bias [6, 35, 51, 94, 108], and that AI-enabled 
assistive technologies often neglect to recognize the needs of blind 
communities from various racial and ethnic backgrounds [7, 16]. 

4.2 Process of Verifying AI Results 
In this section, we detail how blind people verified AI VAT output. 
We start by noting that verification skills are developed through 
routine use. Then, we delve into more concrete strategies such 
as sensing objects as a means of verification, testing with sighted 
people, and switching between different devices and applications. 

4.2.1 Verification Through Everyday Experimentation. Blind people 
described verification as an orientation they built through their 
experience of using AI VAT. While AI VAT is commonly advertised 
as ‘seeing’ for blind people [17, 104], P3 rejected this premise and 
affirmed that VAT is often wrong. P3 explained: 

“If you think that seeing is this objective thing as op-
posed to interpreting, then that’s a flaw in itself, and 
it is imbued in these [VAT] apps, right? Like, oh, we’re 
seeing this for you because you can’t, and so we’re going 
to tell you what it is. And I think as a blind person, at 
least for me and some of the folks that I know, we know 
some of this is wrong.” 

Challenging the misconception of equating AI VAT to normative 
sight, using these applications requires building familiarity and 
constant negotiation when interpreting results. As such, when we 
asked participants what advice they would give to blind people 
who are just starting to use AI VAT, most participants emphasized 
exploring these applications, noting that “[AI VAT] are fun. Just 
play with it. Don’t rely on them. Find their strengths and weaknesses” 
(P20). P24 added “make sure that you’re not testing it on something 
that is going to impact your life in a negative way if the information 
you get is incorrect.” 

Through experimenting with AI VAT, participants discussed how 
AI VAT is often used for non-visual tasks where they already have a 
sense of what the correct information should be or they could easily 
verify. Reflecting on their experience, P7 said “I’m still very much 
kind of testing for myself what I can rely on. So, I’ve been very careful. 
I mostly use [AI VAT] in low-risk situations where either I already 
have the data [...] I’ve been a little bit more reluctant to completely 
rely on it for my first and only source of information.” For example, 
P7 shared with us an incident where they dismissed AI VAT output. 
They used Be My AI in a bar they frequent and know very well. 
However, Be My AI produced incorrect results. P7 said “[Be My AI 
described brands] I knew for a fact that they didn’t sell.” In trying 
to reason why this error occurred, P7 illustrated the logic of Be 
My AI as “if there’s a tequila, there must be another tequila next to 
it. And I can’t tell which tequila it is, so let me just make one up.” 
This approach of exploratory use (i.e., testing AI VAT in known 
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contexts) constructed a perception of AI VAT as “more of a guidance 
thing than a full support thing” (P26). AI VAT becomes a mean to 
get surface-level information rather than details, and this critical 
use is shaped by prior experience. 

Participants avoided using AI VAT for visual tasks that are dif-
ficult to verify, and have a high probability of error. For example, 
“tasks such as maybe finding something that’s been dropped or some-
thing more complex such as descriptions of pictures or looking at cloth-
ing to see if there are any stains” (P1). While participants described 
some tasks (e.g., reading a document) as frequently containing er-
rors, they still used AI VAT since such errors are easily detected and 
resolved by context. These errors were referred to as “classic OCR 
mistakes” (P11) which involved character misrecognition. P12 ex-
plained that AI VAT would scan the letter m as the letters rn, noting 
“[OCR] does that often with web addresses. It will say ‘dot corn,’ and I 
know it’s ‘dot com.”’ Similarly, P25 added “I’ve never heard of Heetos; 
I’m pretty sure that meant Cheetos.” Because of the frequency of 
OCR errors, some participants mentioned that they have grown 
accustomed to “reading between the lines” (P16) when using OCR. 
P12 explained “I’m so used to accounting for it without even thinking 
about it. It’s like second nature to me.” In essence, participants do 
not always need to verify every AI result, especially in cases where 
they have built familiarity and can correct errors on their own. 
Overall, in the case of AI VAT, blind people were critically aware of 
limitations, and that in turn shaped their skepticism and orientation 
toward verification based on use cases. 

4.2.2 Sensory Verification. Some participants employed non-visual 
senses (such as feeling and hearing) as a tool to verify AI outcomes. 
P16 said “I can shake a can of beans and a can of corn and can of green 
beans, or tomatoes, and I can kind of tell by the sound they make.” 
Some participants described their tactile recognition technique as 
“usually when I touch something, I immediately know what it is” (P13). 
Tactile recall depends on prior experience with the object of interest. 
P19 said “muscle memory of packages or bottles that I know that I’ve 
used.” For example, P11 told us that one time an AI VAT described 
an item as “possibly ice pop or possibly ice cream bar.” However, 
P11 said it was “a 3 pack of the corn on the cob that you get in the 
supermarket. Now I knew that was corn on the cob by feeling the 
outside of the package. It had cellophane around it just like a pack 
of meat.” In the context of verifying a clothing’s color, P15 told us 
“I was trying to find a particular dress shirt. [Seeing AI] was saying 
that it was light blue, but I was pretty sure by the material that it 
was the lavender one.” By touching the material of their shirts and 
finding distinctive patterns (e.g., logos), some participants were 
able to refute AI’s color recognition. 

4.2.3 Verifying & Testing With Sighted People. Blind people some-
times involved sighted people to “figure out where the limits of AI 
and what can [they] feel pretty confident about” (P25). For example, 
P25 verified some AI output with their sighted partner. Through 
their interaction, P25 was able to understand what types of con-
tent work well with OCR and what does not, concluding that OCR 
does not work well with “more colorful [packaging]” (P25). Some 
participants explained making plans to reach out to trusted sighted 
people (e.g., friends or family members) in high-risk situations 
where accuracy and security are needed. P23 said “if I’m really kind 
of twinging that something’s not right and it’s something important, 

I will go seek out sighted assistance.” Sighted people may also play 
a role in mitigating security leaks by helping with precise camera 
aiming before using AI VAT. P4 explained “I have to check how much 
I have to pay for my utility bill. So, in that case, I have asked my dad 
where exactly should I point my camera because it’s always gonna be 
the same on that page without it revealing like my account number 
and everything.” In low-risk settings, participants also described 
sometimes validating with sighted people when convenient. For 
example, P19 used Be My AI to get a sense of their staff room, 
and it described a vending machine. This felt weird to P19 since 
they “worked in different schools, in different settings, and have not 
encountered vending machines in the staff lounge.” P19 confirmed 
when “somebody just opened the door and they’re having conversa-
tions with other teachers and when they’re done I asked ‘Hey, is there 
a vending machine?”’ Through this quick and mundane interaction, 
P19 verified that there was indeed a vending machine. Similarly, 
P6 verified AI VAT’s color recognition with sighted people as they 
proceeded with other activities (e.g., en route to university). They 
said “if I’m getting picked up by paratransit, it is a service that takes 
people with disabilities to certain locations, I’ll be like, ‘hey, what 
color is my shirt? TapTapSee or Seeing AI said this one color, I’m still 
a little skeptical.’ [...] I’ll periodically ask just to validate my inquiry.” 
Corroborating prior work, we found that blind people sometimes 
verify results with sighted people [138]. We described how our 
participants confirmed AI outcomes with sighted people as a way 
to gain a better understanding of the limitations of AI. They also 
deliberately engaged with sighted people for high-risk tasks that 
require accuracy and security, whereas low-risk scenarios were 
verified spontaneously with sighted people as-needed. 

4.2.4 Cross-Referencing With Different Devices & Applications. Blind 
people discussed switching between different devices and applica-
tions to verify AI results. In particular, they verified AI outputs by 
trying to confirm consistency. For example, some participants told 
us they would cross reference with “old school” (P17) technologies 
like portable scanners. P4 said “I get a lot of letters from my college, 
so I skim those [using Seeing AI] [...] I also have a portable scanner. I 
do not know the name of the scanner, I scan through that also.” One 
participant explicitly hoped that VAT applications would support 
blind people’s reflection and verification process. P8 wanted a way 
to save and “consolidate the information in the chat feature [of Be My 
AI]” so that they “could go back and compare [and] have that as a ref-
erence point.” Participants also switched between different features 
within one application. P2 tried to read a paper using Seeing AI’s 
Document mode. However, it produced an error message of “No 
image visible,” (P2). To verify this issue, P2 “switched to Short Text 
[another feature in Seeing AI], then it recognizes text.” Nevertheless, 
it is difficult to read long forms of text using Seeing AI’s Short Text 
mode since users have to keep the camera stable otherwise it would 
“just start reading from the top again” (P21). 

While switching between different devices or applications gave 
blind people an avenue to validate AI, it did not always lead to 
a resolution. P26 took a photo of a room to get a sense of what 
was around them. TapTapSee and Seeing AI produced conflicting 
responses. They explained “the uncertainty came from the different 
wording in the descriptions like clock versus hat. Is it a clock? Is 
it a hat? Is it even really one of those things? [...] the specifics is 
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where it got a little bit different. It didn’t always overlap and so that’s 
where the uncertainty came from.” Similarly, P1 was “looking for a 
particular setting” in their grill. P1 already had a sense of what the 
output should be, but they wanted to double-check using Be My AI. 
However, P1 said “when [Be My AI] gave me the order [of buttons], I 
could tell from that description that was not correct at all. There were 
buttons that were out of order.” P1 could not cross-check with Seeing 
AI “because those are symbols that are on those buttons, not actual 
texts. Seeing AI would not have read those very well. It’s designed to 
read actual text.” 

Furthermore, participants may sometimes cross-reference in 
creative ways, using devices that are not assistive technologies. P19 
used Be My AI to read their work phone’s extension number so 
they could “give my family this number in case of emergency.” After 
receiving the extension number from Be My AI, P19 told us “I called 
this number because I just wanted to verify. If my office phone rings, 
great. If it doesn’t, I don’t know what’s going on.[...] I got straight 
through the school counselor’s phone line and I was like ‘okay, no, this 
is not it.”’ P26 added that when they use Seeing AI Product mode 
and it outputs an unfamiliar brand, they search for the brand online. 
They explained “if it gives me a brand that I’ve never heard of and I 
don’t remember buying this. I can always type it in online and verify 
that it is in fact a brand for this product” (P26). 

4.3 Blind People’s Perspectives on AI 
Explainability & Contestability 

Participants explained that it’s inaccessible to non-visually inter-
pret the images captured and processed by AI VAT, broadening 
XAI efforts beyond AI outputs. Then, participants discussed how 
XAI approaches, such as conveying confidence ratings in AI VAT 
outputs, may hinder and support their verification process. Lastly, 
participants articulated that AI VAT should incorporate avenues to 
challenge and contest AI VAT output. 

4.3.1 Interpreting Input by Interactive Camera Guidance. Partici-
pants discussed how errors and uncertainties may emerge because 
it is inaccessible to know what was inputted into AI VAT. As P23 
explained, “sometimes I wonder whether or not the inaccuracy is 
really more my picture taking skills than actual inaccuracy.” Blind 
people may not know what was captured by their camera [3, 33, 66] 
and processed by AI. Participants thought that some errors could 
be “user error, [that is] not pointing the camera properly” (P16). For 
example, participants said their images could be blurry or too close 
to the object, resulting in faulty AI VAT output. Past work also 
demonstrated how the lack of camera guidance techniques can 
be inaccessible to blind people, and could lead to inaccurate AI 
output [63, 138]. Additionally, some images “can be very difficult 
to read. [...] if you have something neon, and it’s got white text that 
could be very difficult to read for anybody whether sighted person 
or computer” (P18). Accordingly, participants desired affordances 
that enabled them to understand image quality as it impacts AI 
performance. Some Be My AI users mentioned that this type of 
feedback is sometimes given. P4 said “[Be My AI] also tells you if I 
didn’t take like the picture properly, or if there is an obstacle in that 
picture.” However, participants hoped that Be My AI would provide 
feedback in real-time (as a user is taking the photo), and suggest 

how to better retake the photo. P1 explained “if there was a way to 
tell the user how to improve the picture in future.” 

Some AI VAT such as Seeing AI and KNFB Reader (now known as 
OneStep Reader) have built-in support to help guide blind people in 
capturing specific areas of interest. However, these current features 
are insufficient. P23 described existing guidance techniques as in 
their “infancy stages.” P12 added “the [guidance] technology is there, 
but it’s far from perfect.” Overall, current camera guidance features 
are thought to be “sometimes helpful, sometimes it’s kind of a pain 
in the butt. Not because it’s wrong... They’re just very visual” (P25). 
For instance, participants found Seeing AI’s guidance in Document 
mode particularly frustrating since it only indicates the document 
edges, leaving blind people to guess which direction they should 
move to correct the view. P10 explained “[Seeing AI] doesn’t say 
move to the left or right. You kind of have to guess. If it says top 
left corner, that means your camera’s kind of leaning more towards 
the left, so you kind of move it a little back to the right.” Besides 
the perpetual need to remember to move in the opposite direction 
(i.e., going right when it indicates left edge detected), Seeing AI’s 
guidance can be inaccessible because it fails to specify how much 
users need to move. P25 explained, “it feels like a game. [...] I’m 
thinking there are all these degrees. It’s not just upright left. It is not 
just super simple like that. To what degree do I go down? So, when 
[Seeing AI] will say ‘left edge visible.’ I’ll go down and it’ll say ‘left 
edge not visible’ and I’ll go down and It’ll say ‘right edge not visible’ 
and I’m like, [imitates screaming] you know.” Seeing AI’s guidance 
is further difficult on a round object. P10 tried to use OCR on a 
prescription bottle and said “it is hard just because of the way the 
bottle’s made because it’s round so you have to move the bottle for it 
to read what it’s saying.” 

In imagining how future VAT could improve, participants dis-
cussed opportunities to further refine camera position guidance. 
P14 reflected on their experience with Aira, a human-enabled VAT, 
and how they wished the guidance of AI technologies was similarly 
“interactive.” They said “I go to Aira, I want to do like a team viewer 
session with Aira. So I pointed my iPhone camera at my computer 
screen and I asked [the Aira Agent], ‘can you see the IDM password 
on the team viewer?’ They tell me ‘oh, go more to the left, go more to 
the right. Closer to your screen.’ That’s a lot more helpful than just 
‘Oh, right edge detected, left edge detected [Seeing AI’s guidance]’ [...] 
So yeah, I wish it was more interactive like that.” While redesigning 
an entire guidance system that is akin to interacting with sighted 
agents may be ambitious, a simple change to Seeing AI’s guidance 
could be “just focusing on where you want the camera to be instead 
of where you don’t want it to be” (P8), eliminating an added cogni-
tive burden. Participants also wanted the guidance to be based on 
shape. For example, when trying to perform OCR on cylindrical 
objects (e.g., bottles), VAT “could say something like ‘rotate right’ or 
something like that as it’s reading. Because maybe it would sense that 
the words were cut off and then the object was like a cylinder” (P21). 

Overall, participants discussed how it might be difficult to verify 
AI VAT output because it is inaccessible to know what was captured 
by their cameras and processed by AI. While some AI VAT does in-
corporate camera guidance features, participants felt these existing 
cues were insufficient. They envisioned future camera guidance to 
more interactive and less cognitively burdensome. 
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4.3.2 Tensions Around Communicating Accuracy. Participants wanted 
to understand why AI produced a specific response. While prior 
work proposed incorporating confidence ratings in automatic al-
ternative text [81], participants in our study had mixed opinions 
about the benefits of indicating uncertainty in AI VAT. Some par-
ticipants felt it was important to convey a level of uncertainty 
through quantifiable measures or phrasings of output. For example, 
in the context of outlandish misrecognition, P9 used an AI VAT 
to describe their cat and the application “said ‘rattlesnake.’ I was 
like, okay... That’s pretty hilarious because obviously there’s not a 
rattlesnake here!” When asked whether it would be helpful to get a 
sense of why AI generated this description. They elaborated “so if 
[AI] said like. ‘Yeah, 10% rattlesnake.’ It would at least give me some 
sort of nuance to the fact that [...] I know this isn’t a rattlesnake. But 
there’s something about the color of her fur that maybe looks like 
a rattlesnake.” In the context of using AI VAT to read documents, 
participants described how getting a sense of accuracy would save 
them time. P20 told us “The app can tell you, ‘well, this is like 80% 
accurate or 90% accurate’ Then you will know, it’s not it’s not a good 
OCR, so you might need to go find someone to read it to you.” Prefer-
ring less quantifiable indicators, P2 explored verbal descriptors and 
emphasized the importance of indicating where in the document 
that uncertainty lies. They said “I don’t know what phrase could be 
used, ‘Uncertain,’ ‘Less certain,’ or ‘Possible.’ Something like that. But 
especially indicating where that text is on the document or at least 
having a marker for it.” 

Overall, some participants argued that it is critical to convey 
uncertainty, especially in LLM-enabled VAT (e.g., Be My AI) which 
often has humanistic undertones that might encourage overtrusting 
the output. P23 explained, “I worry about the misinformation prob-
lem. In the sense that If it suddenly sounds human and if it’s giving 
you all of this reputable sounding information. Are you going to take 
it more realistically because it sounds human rather than a robot?” 
However, one participant thought that communicating accuracy is 
an unreliable measure since AI VAT does not have ground truth. 
P22 elaborated: 

“I don’t see how that would be feasible or practical [...] 
because [AI] is relying on its own measurements. So 
unless it has some way to measure against the original 
document and compare the outcome of the picture and 
OCR it performed, there’s really no way to calculate 
those statistics.” 

Few participants did not have strong opinions about communi-
cating uncertainty in AI VAT. Some of these participants felt that 
they take a utilitarian and task-based approach to AI. When they 
experience an error in AI VAT, they do not want to waste time 
trying to understand the issue. P25 explained “I guess it doesn’t 
seem relevant for me. Either it’s working or it’s not working. I don’t 
really need too much information about it. I got too much stuff going 
on.” One participant noted how these additional explanations can 
be problematic, especially during moments of AI bias where other 
actions are more appropriate. P23 said: 

“There are a lot of experiments that have been done 
around like AI and determining individuals of different 
races and different ethnicities and how it pretty con-
sistently gets certain things wrong. Using that as an 

example, I don’t really care why [AI] got it wrong. I 
cared that it got it wrong. Fix it. Make it better. Make it 
right.” 

4.3.3 Contesting AI Output. Participants felt that the existing AI 
VAT systems do not reflect their preferred way of negotiating visual 
access. P3 told us that AI systems do not allow for shared “dialogue 
or discourse.” Reflecting on their process of building visual access 
with sighted people, P3 said: 

“Well, I think when you have a [sighted] person, whether 
it’s via FaceTime or Aira or in person, you have a back 
and forth [conversation] between that person [...] So if 
somebody reads to me something and I have a form to 
complete, I’m not going to just let that person take over. 
It’s going to be back and forth.” 

P23 added “with a human not only are they going to give me a 
description, but I can interrogate that description, right? Okay, so you 
say it’s blue. Well, is it dark blue? Is it light blue? I can refine.” These 
quotes emphasize that blind people play a critical role in shaping 
access [15] as demonstrated by participants’ active negotiation with 
sighted people. Some AI VAT limit blind people’s ability to contest 
its output (i.e., challenge AI systems [9, 79]). As P20 explained, 
“you cannot really ask [Seeing AI] a question because you take your 
picture and you get the description and that’s it. So, you cannot really 
interact with [Seeing AI].” However, participants shared strategies 
they currently enact to contest and improve AI VAT output. They 
also articulated potential avenues for future VAT technologies. 

Some participants used Be My AI’s chat feature to contest and 
teach AI. Recalling the incident where Be My AI misrecognized 
their work phone’s extension number (shared in 4.2.4), P19 said 
“I can also type in my feedback, say ‘Hey, this is not the extension 
number.’ It comes back saying ‘sorry, I apologize for the mistake.’ So 
I always like to do that because then as a user I have the power to 
improve it.” When asked why they think it is important to provide 
feedback to Be My AI during chat sessions, P19 elaborated “I really 
like giving feedback to the AI-powered models more often because 
they’re AIs, they’re computers and they sometimes hallucinate and 
make mistakes. That’s why I really like to give feedback to those types 
of apps than others because they have potential. They are our future 
and we can’t deny it.” There is a sense that by fine-tuning AI during 
chat sessions, AI systems would eventually “learn” and become 
better. However, that is not always the case. P20 used Be My AI 
to get a visual description of their photo on a nature trail. Be My 
AI incorrectly described their white cane as a “hiking pole” (P20). 
They followed up by asking “is it a hiking pole or a blind cane or a 
white cane?” Be My AI continued to describe their white cane as a 
hiking pole. P20 explained “normally with the online platform you 
can tell ChatGPT the answer is not right. This is the correct answer. 
[ChatGPT] is not gonna argue with you, right? So it just says ‘okay, 
yeah’ So I’m not sure yet how I can do that with [Be My AI].” In this 
case, the AI VAT did not immediately improve its output even after 
an attempt at contesting. 

Participants wanted accessible and usable interfaces for blind 
people to contest output and provide feedback. In imagining how to 
incorporate feedback opportunities in AI VAT, P21 said “just a little 
pop-up and it says, ‘how did we do?’ and [users] would have the option 
to skip it if [they] didn’t have time for that.” One participant, P23, 
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emphasized that feedback requests ought to be accessible and usable 
by blind people who are multiply disabled. P23 explained that VAT 
companies should be mindful that“blindness is not a single disability 
population [...] cross-disability perspectives are not a common thing 
in [...] typical blindness apps.” Indeed, erasing the experience of 
multiply disabled people is unfortunately a common occurrence 
in assistive technologies [80]. When designing feedback forms, 
P23 elaborated that developers need to consider questions like 
“what methods do you have for folks who don’t type but who use like 
augmentative communication aids?” 

Some participants voiced concerns about providing feedback 
to AI systems. Primarily, participants worried about being con-
stantly bombarded by feedback requests. Reflecting on Be My Eyes 
feedback prompt (thumbs up or down icons) after interacting with 
sighted volunteers, P12 said “when I end the call and I hit thumbs 
up, it’s not a big deal, but I use Seeing AI so often that if every time 
I finished a scan or something, and it [requested feedback], it would 
drive me crazy.” P12 explained that it is important to have frequent 
feedback prompts when interacting with sighted volunteers be-
cause it may keep volunteers accountable whereas it is unclear how 
to “to hold an automated app accountable.” In part, this could be 
because some errors are indicative of complex issues such as “there’s 
a bug in the app” (P12), and it would be frustrating to repeatedly 
point out this problem. Instead, participants opted for less frequent 
feedback engagements. P9 felt that it is more meaningful to give 
direct feedback by conducting compensated interviews or surveys 
because writing feedback is work, and it should be valued as such. 
They asserted: 

“It’s a lot of mental energy to have to go into the app and 
find the ‘give us feedback’ thing. Then, I gotta get out 
my Bluetooth keyboard because it’s gonna take forever 
to type something on my screen or I know that the voice 
dictation is gonna mess something up [...] pay me well 
to sit down and honestly give my time and energy, and 
I will.” 

5 DISCUSSION 
Our results reveal the errors blind people encounter with AI VAT, 
the strategies they use to confirm or reject AI outputs, and op-
portunities for supporting accessible XAI. We turn to the femi-
nist disability framework of misfitting [47], a concept produced by 
disability studies scholar Rosemarie Garland-Thomson to rethink 
disability and access. Situated in feminist literature on vulnera-
bility and dependence, Garland-Thomson employs the metaphors 
of “misfitting” and “fitting” to demonstrate how embodied expe-
riences are constructed by material relationships between bodies 
and worlds, seemingly comfortable when there is a fit and discor-
dant when there is a misfit. Misfitting and fitting arise because 
of dynamic interactions between disabled people and structures. 
However, misfitting is not an inherent quality of disabled body-
minds. For example, Garland-Thomson recounts the experience of 
wheelchair users trying to access a building: they may fit when 
there are elevators, and misfit when there are only stairs. Misfitting, 
with the injustice and violence it often accompanies, spotlights 
disabled creativity and ingenuity. For Garland-Thomson, misfitting 
becomes a site to affirm disabled ways of knowing. 

We build from this theory to illuminate how misfitting unfolds 
in access technologies. In the context of AI VAT, misfitting refers to 
errors that arise either from technical structures or mismatches with 
how blind people use these systems. The concept of misfitting is an 
analytical lens that interrogates what it means to fit or misfit into a 
system. Misfitting builds on long-standing traditions in accessibility 
scholarship to critically examine assistive technologies. The overall 
goal is not to make marginalized people "fit" into technologies. 
Historically, that often encouraged predatory inclusion practices 
[17, 123]. Rather, the misfitting framework offers language that 
demonstrates how blind people creatively adjust their behaviors to 
verify inaccessible AI, while also calling into question the concept of 
“fit” and whether they should have to or want to do that verification 
labor. 

5.1 Who ‘Fits’ & ‘Misfits’ in AI Systems? 
The misfitting framework enables us to interrogate assumptions 
about fitting and misfitting in our world [47]. We use the concept 
to argue that blind people experience misfitting in AI VAT as com-
puter vision prioritizes sighted camera aiming. Blind people with 
marginalized identities and want to access non-English text and 
non-Western materials experience further misfitting. 

5.1.1 Misfitting in Computer Vision Systems, and the Inadequacy 
of Camera Guidance Techniques: In the context of AI, foundational 
computer vision systems are often trained on sighted people’s data, 
making them optimized for sighted camera aiming. When used by 
blind people, the accuracy of computer vision systems decreases 
[54, 85]. In other words, there is often a fit when sighted people 
use computer vision, and a misfit when used by blind people. Con-
sequently, AI VAT embedded camera guidance features in hopes of 
making blind ways of camera aiming more legible to AI VAT (i.e., 
addressing the misfit). However, we learned from our participants 
that these guidance features are far from adequate. Current camera 
guidance systems not only maintain the existing misfit but also 
contribute an additional layer by potentially centering sighted logic. 
As noted in section 4.3.1, the current guidance is not aligned with 
how blind people prefer to receive directional information (e.g., P25 
reflected on how language is visually-centric, and P10 articulated 
the additional cognitive labor to make sense of where to orientate 
their camera based on cues). These communication breakdowns 
between participants and camera guidance cues could be because 
such features do not incorporate what blind sociologist Siegfried 
Saerberg coined as “blind style of perception,” denoting sensory 
schemes of interpretation that blind people develop in relation to 
spatial and embodied processes [105]. Instead, current guidance 
cues might be based on sighted styles of perceptions, and this clash 
may occur because blind people cannot negotiate what type and 
level of guidance is more meaningful to them. A one-size-fits-all 
approach to camera guidance in AI VAT fails to capture the diverse 
ways blind people wish to receive directional camera cues based on 
their access needs in the moment. Our analysis offered preliminary 
insights into making these camera guidance cues more interactive 
and malleable based on object type (recall P21 and P10 notes on 
using AI VAT for round objects). We encourage future work to 
build from our study and prior work on blind photography in gen-
eral [3, 33, 66] to design better camera guidance features for AI 
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VAT. For instance, upcoming work could explore camera guidance 
techniques that can detect object shape, and provide directional 
cues with length indicators (e.g., specific measurements or verbal 
descriptors) or guidance on how much to rotate round objects. 

5.1.2 Marginalized Blind Communities Encounters With Misfitting: 
Our analysis demonstrates how AI VAT may privilege the expe-
riences of an imagined ‘typical’ blind user, neglecting those who 
do not fit this ideal. In thinking about who is seen as a ‘fit’ to 
mainstream society, Garland-Thomson asserts that to “dominant 
subject positions such as male, white, or heterosexual, fitting is a 
comfortable and unremarkable majority experience” [47]. That is, 
experiences of misfitting are often racialized and gendered. Build-
ing from our findings and prior work [7, 16, 58], we argue that 
blind people who hold marginalized identities (e.g., being an ethnic 
minority in the US) misfit in general-purpose AI VAT and computer 
vision systems, as previously discussed. AI VAT are often marketed 
as ‘international’ and general purpose, attending to the needs of 
blind people around the world [104]. However, our findings compli-
cate this narrative. In section 4.1.2, participants noted instances of 
cross-cultural bias, articulating how AI VAT do not attend to their 
cultural products, artifacts, and languages. P19 shared their frustra-
tion of being unable to use Seeing AI in a local Mexican store. P10 
felt that their native language, Khmer, is not of interest to AI VATs. 
These cultural and linguistic erasures may lead to multiple types 
of harm as described in Shelby et al.’s taxonomy of algorithmic 
harms [110]. For example, it may result in quality of service harms 
[22, 110] because of performance discrepancies between blind peo-
ple who speak English and prefer Western products and those who 
do not primarily speak English and consume non-Western foods. In 
the emerging research area of fair and just AI for disabled people 
[17, 93, 128], upcoming work must challenge the tendency to think 
of disability as a singular identity and recognize how intersectional-
ity [19, 34, 58] critically shapes experiences of AI error. What we, AI 
and accessibility researchers, define as universal or general purpose 
is likely removed from reality and perhaps reflective of Western 
norms [61]. Nevertheless, there is an exciting trend in research 
that aims to empower blind people in shaping personalized object 
recognition [4, 68]. We hope this translates to commercial AI VAT, 
in addition to improving cross-cultural OCR and image description. 

5.2 Misfitting Celebrates Disabled Ways of 
Knowing 

Garland-Thomson argues that disabled people, through their ex-
perience of misfitting, cultivate expertise in building access [47]. 
By experiencing misfitting in a particular time and space, disabled 
people gain a sense of resourcefulness to circumvent inaccessibility. 
For example, she notes that blind people uniquely navigate the 
world without relying on vision, a skill sighted people lack. Specif-
ically, blind epistemology, as Caroline Jones writes, “demands a 
rethinking of how we form knowledge” [67]. In turn, this shifts 
the tendency to frame blindness and disability as a “problem” to a 
source of creativity and a position of knowing. 

Despite the lack of affordances to support verification in AI VAT, 
our findings emphasize the creative ways blind people confirmed 
or rejected AI VAT. Contrary to the dominant discourse around AI 
VAT as “seeing” for blind people [15, 104], participants challenged 

painting sight and AI as objective forms of truth (recall P3 quote in 
section 4.2.1), affirming blind people’s critical role in the process. 
By applying the misfitting commitment of emphasizing “remedi-
ation over origin” [47], our analysis reveals how blind people use 
complex and ordinary methods to make sense of AI when faced 
with error and uncertainty. In particular, findings described how 
blind people engaged in intrasubjective and embodied practices. 
For instance, in section 4.2.2, participants employed non-visual 
sensemaking, like feeling or hearing objects, as a means to dismiss 
AI VAT. Complementing Gonzalez et.’s research on scene descrip-
tion [50], we learned that blind people test AI VAT in low-risk 
and known contexts to inform future use. Our participants also 
discussed their gained familiarity with reading text filled with “clas-
sic OCR mistakes” (P11 in section 4.2.1). Additionally, participants 
described intersubjective ways to verify AI, such as strategically 
engaging sighted people. Building from prior work on interdepen-
dence [15, 90], which emphasizes how access is co-created by both 
disabled and non-disabled people, our findings highlighted the 
mundane and deliberate ways blind people included sighted people 
to verify AI. Taking these strategies together, we emphasize that 
the verification process undertaken by blind people is not additive. 
Rather, it is a critical step that enables visual access. 

Overall, failing to support blind people’s existing verification 
efforts within AI VAT applications may potentially weaken genuine 
AI partnerships, a value that disabled communities hold as noted in 
our findings and prior work [43, 60, 93]. A misfitting lens attunes 
us, accessibility and AI researchers, to the creative epistemic labor 
developed by disabled people. We advocate for designing AI VAT 
systems that are aligned and in harmony with blind people’s ver-
ification process. For instance, P8, in section 4.2.4, proposed that 
AI VAT should allow users to save outputs to support blind people 
in cross-checking with other applications. Using our findings as a 
starting point, we invite researchers to co-design AI VAT verifica-
tion affordances with blind communities. Future work could also 
empirically extend this line of inquiry by developing typologies 
with blind people on the types of AI uncertainties they face in vari-
ous contexts and how their verification strategies may evolve as 
new models emerge. 

6 LESSONS & DIRECTIONS FOR RESPONSIBLE 
AI 

In this section, we outline specific takeaways for Responsible AI, 
an evolving domain in both research and industry that foregrounds 
principles like transparency, explainability, and inclusion [10, 11, 
76, 133], within AI VAT teams and beyond. Particularly, we call on 
Responsible AI practice to 1) prioritize accessible XAI, and 2) work 
toward disability-centered audits. 

6.1 Extending and Moving Beyond Explaining 
AI Outputs 

Findings provided insights into blind people’s preferences for fram-
ing AI explanations. Participants articulated how explainability may 
sometimes support their verification strategies (e.g., when using 
OCR, understanding how AI is processing complex layouts such as 
tables is useful). Our participants’ accounts also affirm prior work 
on the limitations of confidence scores [7, 81]. While some found 
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confidence scores helpful in certain contexts such as getting a sense 
of the accuracy of long documents when using OCR, participants 
questioned the validity of these metrics since they were unsure 
of how accuracy is computed (as P22 explained in section 4.3.2). 
Indeed, Gilpin et al. argued that explainability alone is not enough; 
it ought to be coupled with the ability to articulate outputs, answer 
users questions, and be subjected to auditing [48]. Future work 
could study whether factors such as describing how confidence 
scores are calculated would help blind people negotiate trust. 

Prior research on computer vision explainability may assume 
that users’ interpretation of visual input is trivial or self-evident. 
Recently, Hong et al. explored the potential and limitations of pro-
viding quality descriptors (e.g., blurry image) in a teachable object 
recognition prototype for blind people [63]. They found that par-
ticipants benefited from such information to further iterate and im-
prove AI performance. Our study similarly demonstrates that blind 
people value understanding the quality of their images even in con-
texts beyond training object recognition (e.g., OCR). We argue that 
explaining AI input – especially when coupled with accessible cam-
era guidance – serves as a site to support verification, potentially 
resolving uncertainty around the source of error. This empowers 
blind people to understand whether the error they encountered 
was due to poor image quality issues or model limitations. 

Building from human-AI design guidelines [10, 133], our findings 
teach us that Responsible AI scholarship should advocate for 1) 
providing transparent explanations on how confidence ratings are 
produced (i.e., explaining the explanations), and 2) challenging 
ability assumptions [132]; describing key attributes of the input 
that may be inaccessible to users. 

6.2 Supporting Disability-Centered Audits 
In imagining better futures, some participants envisioned more 
direct engagements with AI VAT. For instance, our participants em-
phasize the need to contest AI outputs through feedback. However, 
the majority of AI VAT are closed and proprietary which is a stark 
departure from its participatory8 origins. What might it mean to 
include blind people’s perspectives in the development of AI? Recently, 
accessibility scholarship has suggested developing AI audits with 
disabled people to address harms [43]. Our findings offer some in-
sights into how blind people can be involved in improving AI, and 
pave the way toward disability-centered AI audits. Here, we call 
for flipping the script of designing AI to “replace” or “extend” blind 
people’s abilities, and towards enabling blind people to inform AI 
[18, 20, 125]. Some participants felt excited and even compelled to 
be actively involved in reshaping AI (recall P19 comment in section 
4.3.3). While some AI VAT are open to receiving feedback (e.g., Be 
My AI noted in their blog: “[...] please be patient, and keep telling 
us about your experiences, positive and negative, so we can make 
this the best possible tool for you” [39]), it is unclear where or how 
to provide feedback. Participants envisioned providing feedback 
on the spot (e.g., in Be My AI’s chat), and through formal sessions 
and surveys. They also emphasized equitable compensation for 

8In tracing the precursor and foundations of OCR technologies (known as optophone), 
scholars asserted that blind people were not merely testers of such technologies; they 
were also co-developers by offering recommendations of hardware and demonstrating 
how its used to the public [30, 89]. 

their work in identifying errors, and accountability measures de-
scribing how their feedback would be implemented. One way to 
help blind people collectively contest and repair AI VAT could be 
through disability-centered audits that gather their experience on 
AI outputs that can be improved, and objects that require further 
AI training. Specifically, in designing these audits, AI VAT applica-
tions may draw inspiration from ACCESS SERVER [87], a design 
research project that anonymizes and compensates disabled people 
for finding access barriers in cultural institutions. Building from 
a legacy of disability activism and scholarship, ACCESS SERVER 
affirms the agency of disabled people, makes the feedback process 
more accessible by providing optional templates, and values their 
labor by financially compensating them. AI VAT can adopt such 
practice within applications by clearly stating how their users data 
will be used and handled, compensating users for their data, and 
reporting on any changes as result of their data. Furthermore, our 
findings on cross-cultural bias assert the importance of reshifting 
our focus on quality and accuracy when auditing AI VAT, paying 
particular attention to cultural representation. 

7 LIMITATIONS 
We had several limitations related to recruitment. We tried to recruit 
a diverse sample of participants in terms of age. However, our 
current sample only included one older adult participant (i.e., over 
65). Our findings may not capture the experience of blind and low 
vision older adults. While our sample did include participants who 
have diverse cultural backgrounds and speak multiple languages, 
our study is based in the U.S. and may not extend to the majority 
of the world. We also recruited participants at a critical stage in 
the VAT technology scene: Be My AI was only open to beta users, 
and we included some (𝑛 = 7) participants who have used Be 
My AI. Other VATs (e.g., Seeing AI, TapTapSee, and Aira) recently 
incorporated LLM features after we concluded our study, which 
may impact blind people’s future experiences with them. 

8 CONCLUSION 
AI systems will never be 100% accurate. While there have been 
substantial efforts to recognize and address AI errors, most of those 
efforts have ignored blind people, resulting in verification processes 
that are inaccessible to them. This qualitative study sheds light on 
blind people’s use of visual assistance technologies to non-visually 
verify AI outputs. We found that blind people often experience 
errors when using AI VAT to read complex layouts, and we detail 
cases of cross-cultural bias. To verify AI VAT results, blind people 
employed various tactics such as experimenting in low-risk con-
texts, using non-visual sensemaking skills, strategically including 
sighted people, and cross-referencing with other devices and appli-
cations. To enhance AI VAT, blind people desired more interactive 
camera guidance to negotiate AI errors. Some participants compli-
cated common XAI techniques such as confidence ratings, noting 
ambiguity around how these indicators are computed. Instead, they 
emphasized avenues to directly contest and improve AI outputs. Ex-
tending our findings, we applied the feminist disability framework 
of misfitting/fitting as a generative perspective. We argued that 
blind people “misfit” in computer vision systems whereas sighted 
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people fit. Blind people who are racially or ethnically marginal-
ized experience an additional layer of misfitting since AI VAT does 
not account for their lived experiences. Furthermore, we called 
attention to the creative ways blind people negotiate misfitting 
in AI VAT systems that often invisiblize their verification work. 
Finally, we offer provocations for the field of Responsible AI, un-
derscoring the need to prioritize accessible XAI and work toward 
disability-centered audits. 
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A INTERVIEW PROTOCOL 
Note to readers: the following questions are merely an outline of the 
major topics we hoped to discuss with participants. Given the flexi-
bility granted by semi-structured interviewing, we often deviated 
from this protocol, asked follow-up questions based on the specific 
stories that our participants shared, and tried to mimic participants’ 
language as much as possible. 

A.1 Current VAT use: 
(1) You mentioned in the recruitment survey that you use [insert 

types of VAT]. Are there any other applications you would 
like to add or remove to this list? 

(2) In general, how do you use [AI VAT]? 
(3) If you could give advice to a blind person who is just starting 

to use these computer/AI-enabled applications what would 
you say? 

A.2 Pre-interview scenarios 
In our email exchange, you shared with me three examples of using 
[AI VAT]. I am going to go over these examples and ask a couple of 
questions. 

A.2.1 Example 1: Low confidence of AI. For the first example, we 
asked you to share a scenario where you were confident that the 
visual assistance technology provided the wrong responses. You 
sent us [briefly describe this photo or read text] and [AI VAT] 
provided a response of [read]. 

(1) Can you tell me more about this example? Would you typi-
cally use [insert AI VAT name] for this task? 

(2) What makes you confident that [insert AI VAT name] had 
the wrong output? 

(3) Can you tell me your best guesses for why [insert AI VAT 
name] produced this particular result? 

(4) Would you say other applications like [mention other AI 
VAT participant uses] could provide more accurate results? 

(5) How do incidents like this, where VAT produced wrong 
responses, shape your experience of using this VAT in the 
future? 

(6) In general, are there particular types of visual information 
or scenarios where you feel that VAT would fail to provide 
accurate responses? Can you share an example? 

(7) If any, how do you address cases when AI VAT produced an 
error? 

A.2.2 Example 2: Medium confidence/unsure of AI. For the second 
example, you shared a scenario where you were unsure if the visual 
assistance technology provided an accurate response. As a reminder, 
[briefly describe this photo or recap text] and [AI VAT] provided 
responses of [read]. 

(1) Can you tell me more about this example? What makes you 
unsure of [insert AI VAT name] output? 

(2) How did you resolve this uncertainty? 
(3) If applicable: [read the response of AI VAT]. What do you 

think of this response? How does the phrasing of this part 
shape your confidence about its quality? 

(4) Beyond [discussed example], are there particular types of 
visual information or objects, that when using VAT, you 
often find yourself unsure of the credibility of its response? 
If so, tell me a recent example. 

(5) Can you tell me about a time when you double-checked 
information from [insert name of AI VAT] using alternative 
sources maybe like another application, friend, or family 
member? What was the outcome? 

A.2.3 Example 3: High confidence of AI. So for the first example, 
you shared a picture where you were confident that the visual 
assistance technology provided correct responses. As a reminder, 
[briefly describe photo or read text] and [VAT] provided the re-
sponse [read]. 

(1) Can you tell me more about this example? 
(2) What makes you confident or sure of [insert name of VAT] 

output in this example? 
(3) Can you give me other recent examples where you were 

certain that [VAT] produced accurate information? 
(4) Can you tell me about a time when you were confident about 

the response you received from VAT, but you later learned 
that it might have been inaccurate or wrong? 

A.3 If the participant uses human-VAT: error in 
human VAT 

So far we’ve discussed your confidence in AI-generated responses. 
I’m going to ask you a couple of questions about your experience 
in human VAT. 

(1) Can you tell me about a time when you requested visual 
assistance from a volunteer/agent and you were uncertain 
about their response? 

(2) How often does this happen? 
(3) How is your process for accessing response quality different 

from when using humans vs. AI? 
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A.4 Future technologies 
(1) In your opinion, what types of technology features AI VAT 

could introduce to help you better assess the quality or cred-
ibility of AI responses? 

(2) If the creators of AI VAT could explain its general process 
for how it produces responses, so for example, VAT would 
accessibly explain how their system works at a high level, 
do you think this may help you in understanding the quality 
of its particular response? Why or why not? 

(3) If any, can you share an example of a situation where having 
an explanation for how a VAT response is generated would 
have been particularly useful to you in understanding its 
accuracy or credibility of AI VAT? 

(4) If any, what potential risks or harms could arise from these 
explanations? 

B PARTICIPANTS OVERVIEW 

P# Self-identified Technical Background 
P1 Can solve most issues with some help from friends or 

family members or online 
P2 Can solve most issues but then ask help from friends 

or family members or online 
P3 Could easily solve most or all issues you encounter by yourself 
P4 Can solve most issues with some help from friends 

or family members or online 
P5 Can solve most issues with some help from friends 

or family members or online 
P6 Seek professional help to fix technical issues 
P7 Could easily solve most or all issues you encounter by yourself 
P8 Can solve most issues with some help from friends or 

family members or online 
P9 Could easily solve most or all issues you encounter by yourself 
P10 Can solve most issues with some help from friends 

or family members or online 
P11 Could easily solve most or all issues you encounter by yourself 
P12 Could easily solve most or all issues you encounter by yourself 
P13 Could easily solve most or all issues you encounter by yourself 
P14 Can solve most issues with some help from friends 

or family members or online 
P15 Could easily solve most or all issues you encounter by yourself 
P16 Can solve most issues with some help from friends 

or family members or online 
P17 Can solve most issues with some help from friends 

or family members or online 
P18 Could easily solve most or all issues you encounter by yourself 
P19 Can solve most issues with some help from friends 

or family members or online 
P20 Ask friends and family members to fix issues 
P21 Can solve most issues with some help from friends 

or family members or online 
P22 Can solve most issues with some help from friends 

or family members or online 
P23 Could easily solve most or all issues you encounter by yourself 
P24 Could easily solve most or all issues you encounter by yourself 
P25 Can solve most issues with some help from friends 

or family members or online 
P26 Could easily solve most or all issues you encounter by yourself 

Table 2: Participants’ response to the recruitment survey 
question of “When it comes to solving technical issues, you 
often:” with options: 1) “Could easily solve most or all issues 
you encounter by yourself,” 2) “Can solve most issues with 
some help from friends or family members or online,” 3) 
“Ask friends and family members to fix issues,”, and 4) “Seek 
professional help to fix technical issues.” P2 clarified their 
response during our interview. 


	Abstract
	1 Introduction
	2 Related Work
	2.1 Feminist Disability Studies & Accessibility
	2.2 Visual Assistance Technologies (VAT)
	2.3 Understanding & Verifying AI Results

	3 Method
	3.1 Participation
	3.2 Procedure

	4 Findings
	4.1 Errors in Visual Assistance Technologies
	4.2 Process of Verifying AI Results
	4.3 Blind People's Perspectives on AI Explainability & Contestability

	5 Discussion
	5.1 Who `Fits' & `Misfits' in AI Systems?
	5.2 Misfitting Celebrates Disabled Ways of Knowing

	6 Lessons & Directions for Responsible AI
	6.1 Extending and Moving Beyond Explaining AI Outputs
	6.2 Supporting Disability-Centered Audits

	7 Limitations
	8 Conclusion
	Acknowledgments
	References
	A Interview Protocol
	A.1 Current VAT use:
	A.2 Pre-interview scenarios
	A.3 If the participant uses human-VAT: error in human VAT
	A.4 Future technologies

	B Participants Overview

